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Abstract: For cancer detection and tissue characterization, 

DCE-MRI segmentation and lesion detection is a critical image 

analysis task. To segment breast MR images for lesion detection, a 

hard-clustering technique with Grammatical Fireworks algorithm 

(GFWA) is proposed in this paper. GFWA is a Swarm 

Programming (SP) system for automatically generating computer 

programs in any language. GFWA is used to create the cluster core 

for clustering the breast MR images in this article. The presence of 

noise and intensity inhomogeneities in MR images complicates the 

segmentation process. As a result, the MR images are denoised at 

the start, and strength inhomogeneities are corrected in the 

preprocessing stage. The proposed GFWA-based clustering 

technique is used to segment the preprocessed MR images. Finally, 

from the segmented images, the lesions are   removed. The 

proposed approach is tested on 5 patients’ 25 DCE-MRI slices. The  

proposed method’s experimental findings are compared to those of 

the Grammatical Swarm (GS)-based clustering technique and the 

K-means algorithm. The  proposed method outperforms other 

approaches in terms of both quantitative and qualitative results. 

Keywords: Breast Cancer, DCE-MRI, Clustering, Warm 

Programming, Grammatical Fireworks Algorithm. 

I. INTRODUCTION 

According to the World Health Organization 

(WHO)’s [38] survey, breast cancer claimed the lives  

of 6,27,000 people around the world in 2018, 

accounting for roughly 15% of all cancer deaths 

among women. Breast cancer is the most com- mon 

cancer among Indian women, accounting for 14% of 

all cancers in women [7, 15]. In developing countries, 

organized and opportunistic screening services 

result in a substantial reduction in breast cancer-

related mortality [29].  
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Dynamic contrast-enhanced magnetic resonance 

imaging (DCE-MRI) has recently become popular for 

detecting, diagnosing, and preparing or surgery for 

breast cancer. Several methods for detecting lesions 

and characterizing breast DCE-MRI have been 

developed in the past. Chen et al. [9] used a fuzzy c-

means (FCM) clustering method to create an 

automated breast DCE-MRI segmentation 

mechanism. FCM is applied to a manually selected 

enhanced region of interest (ROI) by a human 

operator. After clustering, the lesion membership map 

was binarized, and lesions were eventually chosen, 

with connected-component marking following. A 

lesion segmentation and classification technique 

suggested by Nie et al. [26]. First, the Laplacian filter 

is used to improve the lesions in the ROI that have 

been manually selected by a human operator. Then, 

using a Multilayer perceptron, the derived 

morphology and texture features from lesions were 

used for classification in benign and malignant lesions 

(MLP). Yao et al. [40] developed texture features and 

the discrete wavelet transform (DWT) for breast 

tumor analysis. The active contour model was used to 

segment the breast lesions in DCE-MRI for the first 

time. To obtain the frequency characteristics from the 

lesion kinematics, texture features were extracted 

from segmented lesions and DWT was added to the 

temporal texture features. Finally, the classification 

was done using a committee of support vector 

machines (SVM). A Markov Random Field (MRF) 

model-based lesion segmentation in breast DCE-MRI 

proposed Wu et al. [39]. The first subtraction image is 

generated by subtracting the pre-reverse image from 

the first contrast image in this process, and the ROI is 

then selected from the subtraction image. The 

maximum posterior (MAP) of lesion and non-lesion 

class membership was calculated using the iterative 

conditional mode (ICM) process. Azmi et al. [3] 

suggested an improved MRF (IMRF) for lesion 

segmentation in breast DCE-MRI. The class 

members’ prior distributions are modeled as a ratio of 

conditional prob- ability distributions of similar and 

non-similar pixels in a neighborhood. Wei et al. [37] 

suggested an adaptive moment-preservation approach 

for segmenting the fibro-glandular tissue of breast 

DCE-MRI. 
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 Chang et al. [8] developed a computer- aided 

diagnosis (CAD) method in DCE-MRI to characterize 

breast mass lesions of benign and malignant breast 

tumors. Jayender et al. [18] proposed a statistical 

learning algorithm to auto-segment the angiogenesis 

corresponding to a tumor in breast DCE-MRI using 

Hidden Markov Models (HMMs). Wang et al. [36] 

developed a hierarchical SVM-based breast DCE-

MRI segmentation technique. To classify breast 

tissues into fatty, fibroglandular, lesion, and skin, 3D 

multi-parametric features from T1-weighted (T1-w), 

T2-weighted (T2-w), PD-w, and three-point Dixon 

water-only and fat-only MRIs were used as inputs to 

the SVM. In breast DCE-MRI, Milenkovic et al. [23] 

used logistic regression, vector machine (LS-MV) to 

help minimum-square-class (LSMD), and minimum-

square classification to classify malignant and benign 

breast lesions. For breast lesion segmentation in DCE-

MRI, McClymont et al. [22] used a mean-shift and the 

graph-cuts algorithm. Wang et al. [14] used 

modifying FCM for clustering for breast tumor 

segmentation in DCE-MRI and a pharmacokinetic 

model to classify additional lesions. Sim et al. [33] 

proposed a computer-aided detection auto probing 

(CADAP) method for tumor detection in breast DCE-

MRI using a spatial-based discrete Fourier transform, 

which was further classified as benign, suspect, and 

malignant. Agner et al. [1] developed the texture 

kinetics approach for breast lesion categorization in 

DCE-MR images. On breast DCE-MRI, this approach 

used a new mark called textural kinetics to distinguish 

between benign and malignant lesions. Bohare et al. 

[5] suggested using wavelets to detect cancer in breast 

MRI images. The input property vector is rendered 

with presents obtained from the stationary wavelet 

transform, and the segmentation process is performed 

by an unsuper- vised Self-organizing map network. 

Boukerroui et al. [6] proposed a multiresolution 

texture-based adaptive clustering approach for breast 

lesion segmentation. Since the arguments are 

constructed on manually taken seed points, this 

texture-based adaptive clustering could be routinely 

implemented for real-time segmentation in the 

medical domain. It should be robust to differences in 

image acquisition settings. Khalvati et al. [19] 

proposed the Robust Atlas method for automatic 

breast segmentation in 3D MR images. This approach 

is based on SWT presentations that looked for MR 

image categorization, de-noising, compression, and 

blend, as well as Wavelet. 

Cui et al. [11] developed a watershed technique for 

detecting lesions in DCE- MR images. Dissecting the 

lesion into 2D slices with the largest region of the 

lesion is the first step in this process. The Gaussian 

mixture model is used to measure background 

markers, marginal lesions, and intensity. The breast 

model was created by Tuncay et al. [35] using T1-

weighted 3-D MRI data and a realistic microwave. 

This approach is used to create numerical three-

dimensional microwave breast forms with distinct 

shapes, sizes, and tissue compactness that are as 

realistic as possible. Hamy et al. [16] developed a 

robust data decomposition registration method for 

respiratory motion correction in DCE-MRI. In DCE-

MRI, this method is used to decompose into a short 

rank and a sparse portion. Hauth et al. [17] proposed a 

three-time-point approach for detecting breast lesions 

in contrast-enhanced MR mammography. This 

method transforms the entire breast contrast dynamics 

information into a color-coded image automatically 

and reliably. The profile flags method was proposed 

by Mlejnek et al. [24] for intuitive probing and 

annotation of volumetric data. As a result, a 

combination of bend visualization and anatomical 

data structure terming is developed. 

Breast tumor segmentation was developed by 

Arjmand et al. [2] using K- Means clustering and 

Cuckoo Search Optimization. They discovered that 

super- vised learning segmentations outperform other 

methods after testing the methods using the RIDER 

breast dataset. Three supervised methods have been 

tested: K-Nearest Neighbors, Bayesian, and SVM. 

Piantadosi et al. [28] proposed 3TP U- Net, a U-

Shaped Deep Convolutional Neural Network with the 

well-known Three Time Points (3TP) approach that 

could be used to enhance lesion segmentation. The 

hard or partitional clustering technique with 

metaheuristic algorithms is not used in the 

segmentation of breast DCE-MRI, to the best of the 

authors’ knowledge. This leads to the implementation 

of a hard-clustering technique with the Grammatical 

Fireworks algorithm (GFWA) Si et al. [30] in this 

paper to segment breast MR images for lesion 

detection. Swarm Programming (SP) is a method for 

developing automated computer programs in any 

voluntary language that was created by GFWA. The 

cluster center for clustering the breast MR images is 

created using GFWA in this case. 

A. Contribution of this article 

Now, the contributions in this article is outlined as 

follows: 

• A GFWA-based segmentation methodology is 

proposed for DCE-MRI to detect breast 

lesions. A hard-clustering method with 

GFWA is proposed to segment the breast 

DCE-MRI. 
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• GFWA is not used earlier in the segmentation 

of breast DCE-MRI as well as in any kind of 

image segmentation. So the application of 

GFWA in breast lesion detection is another 

novelty of this article. 

• Finally, a comparative study of the proposed 

technique is conducted with Grammatical 

Swarm-based clustering technique [31, 32] 

and K-means algorithm [21]. 

B. Organization of this article 

The rest of this article is organized as follows: The 

proposed method is given in Section 2. The 

experimental setup is given in Section 3. The results 

and discussion are given in Section 4. Finally, a 

conclusion with the future works is given in Section 

5. In the next section, proposed methodology has been 

discussed. 

II. MATERIAL AND METHODS 

A. Outline of the Proposed Methodology 

The three steps of the devised breast DCE-MRI 

segmentation method are below: 

• Preprocessing 

• Segmentation 

• Postprocessing 

The flowchart of the devised method is specified in 

Fig. 1 and each steps are  expressed in next. 

B. Preprocessing 

The visual quality of MRI plays a major role in 

accurately diagnosing the treatment which can be 

reduced by the existing noise throughout the whole 

process of acquisition. Both the clinical diagnostic 

functions and the segmentation process are affected 

by the noise in MRI [25]. The segmentation process 

also faces difficulties because of the presence of 

intensity inhomogeneities (IIHs) in MR images. IIHs 

are the smooth intensity change inside the originally 

homogeneous region in the MRI [4]. In this work, the 

MR images are denoised using Anisotropic Diffusion 

Filter (ADF) [25], and IIHs are corrected using 

Max filter-based method [4]. In 

 

 

 

 
Fig. 1. Outline of the proposed method. 

 

MR images, noise is observed independent of 

inhomogeneity. The inhomogeneous image (Ih) is 

modeled as defined by: 

            Ih = I × B + N                                   (1) 

where I is homogeneous image, B is 

inhomogeneity bias field and N is noise. In next, 

denoising using ADF is discussed. 

•  Denoising using Anisotropic Diffusion Filter 

An ADF is a technique that focuses on removing 

image noise without changing notable segments of 

the content of the image. In [27], ADF bears a 

resemblance to an action that generates a scale area, 

where an image based on a diffusion process creates a 

parameterized family of successively more obscure 

images. Each image obtained as a result of this 

process is stated as a transition between the image 

and a 2-D isotropic Gaussian filter, the widths of the 

filters increase with the parameters.  
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This evolutionary action is a linear and spatial 

transmutation of the initial image. ADF is a 

generalization of this isolated action: it generates a 

family of parameterized images, but every result 

image turns on the localized content of the initial 

image, which is a combination of the initial image 

and filter image. 
 

let Ω ⊂ R2 indicate a subset of the plane and a 

family of gray scale image indicate I(., t) : Ω → R, 

then ADF is designated as follows 

 

( )( ) ( ) ItvucIcItvucdiv
t

I
+==




,,.,,       (2) 

where   indicates the Laplacian, the slope 

indicated by  , the divergence operator indicated by 

div and c(u, v, t) indicates the diffusion coefficient. 

The rate of diffusion denote c(u, v, t), (u, v) denote 

spatial position, and t is the time parameter of process 

ordering. This is usually taken as a task of the image 

slope so that the edges of the image can be saved. 

• Max filter-based IIH Correction 

After denoising, the image model in Eq. (1) is 

become as follows: 

 

Ih = I × B                        (3) 

The steps of max filter-based IIH correction 

method [4] are as follows: 

1. The max filter is applied to inhomogeneous 

image (Ih) and the result is considered as bias 

field: 

Ib = Max(Ih) (4) 

2. Log of the filtered image is subtracted from that 

of the inhomogeneous image: 

 

log(Ic) = log(Ih) − log(Ib) (5) 

3. The corrected image (Ic) is achieved as follows: 

Ic = exp(log(Ic)) (6) 

4. Intensity is adjusted to preserve initial dynamics 

as follows: 

( )
( ) ( )

( )h
cc

cc
norm I

II

II
I max

minmax

min


−

−
=       (7) 

 

C. Segmentation Using GFWA-based Clustering 

•  Grammatical Fireworks Algorithm 

Grammatical Fireworks algorithm (GFWA) [30] is 

an SP algorithm in which the Fireworks algorithm 

(FWA) [34] is worked as a learning algorithm in the 

genotype- to-phenotype mapping process to produce 

computer programs automatically in any arbitrary 

language. In [34], a Swarm Intelligence (SI) 

algorithm, imitates the explosion procedure of 

fireworks in the sky at night. There are two types of 

sparks in the FWA called ‘Explosion Sparks’ and 

‘Gaussian Sparks’. The exploitation of local search is 

carried out by good fireworks by creating a higher 

number of ‘Explosion sparks’ with lower perturbation 

whereas exploration or global search is carried out by 

bad fireworks by creating a lower number of 

‘Explosion sparks’ with higher perturbation. 

‘Gaussian sparks’ are created by Gaussian mutation in 

fireworks to create more diversification in the search 

area. Finally, the crowding distance-based roulette 

wheel selection is applied to choose the best set of 

solutions from all types of sparks and original 

fireworks. The flowchart of FWA is given in Figure 2. 

The FWA is discussed in next. 

Fireworks Algorithm: Fireworks explosion has two 

specific behavior. When fire- works are good makeup, 

a number of sparks are created, and the sparks are 

consolidated the explosion bosom. However, for an 

inferior firework explosion, hardly any sparks are 

created and the spark disperses in the area. From a 

optimization algorithm, firework indicates that the 

firework situated in a favorable space that perhaps 

adjacent to the flawless point. It is more suitable to 

use sparks to explore the local area around the 

fireworks. A bad firework means that the best position 

can be very far from the position of the fireworks. 

Then, Search radius must be large. In the FWA, more 

sparks are produced and the explosion amplitude is 

trivial for quality firework, stabilize to a bad one. 

The FWA is outlined for the search problem: 

Minimize    f (u) ∈  R ,      umin ≤ u ≤ 

umax, (8) 

Where ( )duuuu ,...,, 21=  indicates a position 

within the potential area, f (u) denotes objective 

function, umin and umax indicate the bounces of the 

probable area. Next the total unit of sparks created 

by every firework iu  is designed as beneath: 

                 
( )

( )( )
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ufv

ufv
sm

1
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                 (9) 

Where s  denote parameter managing the total unit of 

sparks created at the x  fireworks, 

( )( ) ( )niufv i ,...,2,1maxmax ==  is the maximum 

value of the impartial function, and   is the very small 

constant to avoid “division-by-zero” error. 
  

The bounds are designed for im , which is followed by Eq. 

(10). 
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Fig. 2.  Flowchart of Fireworks Algorithm. 

 

where x and y are indicating constant parameters. 

Amplitude value for every firework is calculated as 

follows: 

      ( )

( )( )
=

+−

+−
=

n

i

vuf

vuf
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i

i

i

1
max

max.ˆ



                  (11)   

where Pˆ indicates the maximum explosion 

amplitude, and vmin = min (f (ui)) is the best value of 

the impartial function. 

In an explosion, the sparks can withstand the 

consequences of an explosion from a random n 

direction. It acquires the number of the affected 

controls haphazardly as below: 

 

n = round (d . rand (0, 1))                                      (12) 

where d denote the depth of the position u, and 

rand(0, 1) indicate an uniform dispensation above [0 , 

1]. 

Algorithm 1 is calculated as the position of a spark 

of the firework iu
. The position of spark ju~

 is first 

created. If the achieved position is search to disagree 

with the probable area, it is surveyed to the probable 

area conforming to the algorithm. 
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Algorithm 1 The number of sparks and explosion 
 

1: Initialize the position of the spark: ;~
ij uu =   

2 :  ( )( )1,0.randdroundn = ; 

3:   Haphazardly choose n  areas of ju~ ; 

4:   Compute the movement: ( )1,1. −= randPh i ; 

5:    for every dimension j

ku~ pre-selected n dimensions 

of 
ju  do 

6:    huu j

k

j

k += ~~
;  

7:   if 
min~
k

j

k uu   or 
max~
k

j

k uu  then  

8:    map 
j

ku~  to the probable area: 

( )minmaxmin %~~
kk

j

kk

j

k uuuuu −+= ; 

9:  end if 

10: end for 

 

This design is another method of constructing 

sparks - Gaussian explosion to keep the correlation of 

sparks, which is recounted in Algorithm 2. A 

Gaussian (1, 1) function, which specifies a Gaussian 

distribution with mean 1 and a standard deviation of 

1, is employed to explain the coefficient of the 

explosion. 

 

Algorithm 2 Gaussian sparks 

 

 

1: Initialize the position of the spark: 
;~

ij uu =
  

2: 
( )( )1,0.randdroundn =

; 

3:   Haphazardly choose z  areas of ju~
; 

4:   Compute the coefficient of Gaussian sparks: 

( )1,1Gaussiang =
; 

5:    for every dimension 
j

ku~
pre-selected n 

dimensions of 


ju
 do 

6:    
guu j

k

j

k .~~ =
;  

7:   if 

min~
k

j

k uu 
 or 

max~
k

j

k uu 
then  

8:    map 

j

ku~
 to the probable area: 

( )minmaxmin %~~
kk

j

kk

j

k uuuuu −+=
; 

9:  end if 

10: end for 

 

The z positions should be chosen for the fireworks 

explosion at the beginning of each explosion creation. 

In the FWA, the contemporary best position u∗, with 

the impartial function f (u∗) is optimal amid present 

positions, is every time remained for the upcoming 

explosion generation. Next, (z − 1) positions are 

chosen based on the distances of other positions to 

accommodate the variation of the spark. The common 

distance between a position ui and other position are 

described beneath: 

( ) ( ) 
==

−==
K

ji

K

jii

jj

uuuuduP
11

,

      (13) 

where K denotes the all current positions of both 

sparks and also fireworks. 

Then the selection possibility of a position ui is 

described beneath: 

( )
( )
( )



=

Kj
j

i

i
uP

uP
ur                                                    (14) 

Manhattan distance, Euclidean distance, and 

Angle-based distance are used for distance 

measurement. 

The FWA framework is summarized within the 

Algorithm 3. Through every explosion creation. Two 

kinds of sparks are produced as stated by Algorithm 1 

& Algorithm 2. In first, the number of sparks with 

different explosion amplitudes turns on the quality of 

the corresponding firework (f (ui)). The second 

algorithm is fabricated applying a Gaussian explosion, 

which actions search in particular Gaussian space 

about a firework. After getting the positions, z 

positions are chosen for the next explosion 

generation. In the FWA, estimated z + s + ŝ 

function assessments are done in every step. Where s 

is an argument managing the entire unit of sparks 

fabricated at the z firework and ŝ sparks of this type 

are fabricated in every explosion generation. The 

best of a function may be searched in D generations. 

 

Algorithm 3 FWA 

1: Haphazardly select z  positions for fireworks;  

2: while finish test = false do 

3:  Set out z fireworks accordingly at the z 

positions: 

4:  for every firework ui do 

5: The total sparks that the firework yields is 

computed: m̂i, according to Eq. 10; 

6: Obtain positions of m̂i  sparks of the firework ui  

apply in Algorithm 1; 

7:   end for 

8:   for k =1 : ŝ  do 
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− 

9:  Haphazardly choose a firework uj; 

10:  Produce a particular spark for the firework 

apply in Algorithm 2;  

11:  end for 

12:  Choose the top position and remain it for 

succeeding explosion production; 

13: Haphazardly choose (z-1) positions from the 

two kinds of sparks and the        present    

reworks as stated by the possibility stated in Eq. 

(14); 14: end while 

•   GFWA-based Clustering 

Grammatical Swarm (GS) based clustering 

(CGS) technique was first developed for lesion 

detection in brain MRI [31]. In this work, the GFWA-

based Clustering (CGFWA) technique is proposed to 

segment the breast DCE-MR images in order to 

detect the lesions. Generally, GFWA is applied to 

generate computer programs automatically in any 

arbitrary language. But here, GFWA is used to cluster 

the breast MR images. The clustering solutions, 

i.e., cluster centers are calculated using the Backus-

Naur Form (BNF) of problem specific predefined 

Context-Free Grammar (CFG) from the firework’s 

location which is comprised of integer codons in the 

range [0, 255]. Here, the integer values in the range of 

possible clustering solutions are [0, 255] because the 

range of the MR image has gray values [0, 255]. 

The integer values in [0, 255] are generated using 

the following grammar [31]: 

 

         <value>:=     <digit1><digit2><digit3>       (0) 

                                            2<digit2><digit2>      (1) 

          <digit1> :=       0 (0)  | 1  (1) 

          <digit2> :=      0 (0)  | 1  (1) |  2  (2)  |  3  (3) 

                                  |  4  (4)  |  5  (5)  

          <digit3> :=     0 (0)  | 1  (1) |  2  (2)  |  3  (3) 

                                  |  4  (4)  |  5  (5)  |  6  (6) |  7  (7)  

                                       |  8  (8)  |  9  (9) 

 

For the above BNF, the summary of the number of 

choices associated with each production rule is 

specified in Table 1. 

To generate one integer value, i.e., cluster center, 

only four codons in the genotype are needed. If K is 

the number of clusters, then the dimension of the 

locations of fireworks in GFWA is D = 4 × K. Figure 

3 depicts the genotype-to- phenotype mapping where 

genotype is the set of integer codons and phenotype is 

the cluster center. The derivation of cluster center 

from the codons are given in Figure 4. 

 

Table 1 Number of choices associated with each 

production rule 

Rule No. Choices 

1 2 

2 2 

3 6 

4 10 

The interested readers can also obtain the details of 

genotype-to-phenotype 

mapping process from the studies [31, 30, 32–34]. 

 

 

Fig. 3.  A genotype (location of fireworks) to 

phenotype (centroids) mapping 

 

Objective Function Davis–Bouldin (DB) index [12] is 

a familiar and widely used cluster validity index to 

compute the clustering performance. DB-index 

measure is the ratio of the sum of within-cluster 

compactness to between-cluster partition. within ith 

cluster compactness is computed as follows: 

p

i
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i
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1

1
,


















−= 


                         (15) 

The inter-cluster distance between ith and jth 

cluster is computed as: 

q
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qd q

i mmmmdist
i
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1
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(16) 

where m i is the center of ith cluster, p, q ≥ 1, p, q 

are integers and Ni is the number of elements in the i 

th cluster Ci. Ri, qt is computed as defined by the 

following equation: 
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Finally, DB-index is calculated as belows: 

( ) 
=

=
k

i
pqiR

k
DB

1
,

1
                          (18) 

The smallest DB ( K ) value denotes valid optimal 

clustering. In the current work, DB-index is applied 

as objective function, i.e., fitness function for 

fireworks. 

D. Postprocessing 

In the post-processing step, the lesions are finally 

extracted from the segmented MR images using CGFWA 

method. The cluster centers are sorted in ascending order 

and pixels are labeled with cluster numbers.  
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 As the pixels belong to the lesion region have the 

highest labels because the lesioned pixels in DCE-MRI 

have hyper-intensities, the highest labels are selected to 

generate the lesioned image. Finally, the lesions are 

overlaid with the original MR images using the pixel’s 

position of the detected lesions. In the next section, 

experimental setup is given to conduct the 

experiments. 

III. EXPERIMENTAL SETUP 

A.  DCE-MRI Dataset 

Total 25 Sagittal T2-Weighted DCE-MRI slices 

of 5 patients have been taken from Cancer Genome 

Atlas Breast Invasive Carcinoma (TCGA-BRCA) [20, 

10]. All MRI slices having size greater than 256 × 256 

are resized to 256 × 256. 

 

 

Fig. 4.  Genotype-to-phenotype mapping process 

 

B.  Parameters Setting 

The parameters of CGFWA are set as the 

following: number of fireworks 

 ( NP )= 10, dimension ( D ), i.e., number of codons 

= 4K, maximum number of explosion sparks for each 

firework = 40, boundary constraints on number of 

explosion sparks for each firework = [ 2, 32 ], 

magnitude of explosion = 255, number of Gaussian 

sparks = 10. 

 The parameters of CGS are set as the following: 

population size = 50,  

 ( D ) = 4K, Vmax = 127.5, wmin = 0.4, wmax = 0.9 c1 

= c2 = 1.49445. 

All the methods are allowed to run for maximum 

5000 function evaluations (FEs). 

C. Termination Criteria 

The termination criteria of all the methods are set 

as the following: 

• There is no improvement for successive 20 

iterations, or 

• They complete the maximum number of FEs. 

IV. RESULT AND DISCUSSION 

The CGFWA method is used for lesion detection 

to segment 25 breast DCE-MR images with cluster 

number K = 3. Comparative studies are performed 

with CGS and K-mean algorithms. The experiment 

is run for 51 independent runs for each image for 

each clustering techniques. The performance of the 

clustering methods is measured and validated using 

the familiar cluster validity index known as DB-index.  

The Mean and standard deviations of DB-index 

over 51 separate runs are shown in Table 2. It has been 

observed from Table 2 that the lowest mean DB-index 

values are achieved by the proposed CGFWA for all 

the MR images. These quantitative results indicate 

that CGFWA performs better than the CGS and K-

means algorithm.  
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To test the statistical significance i.e., validation of 

the quantitative results in Table 2, Wilcoxon Signed 

Ranks Test analysis [13] has been done and the 

statistics are shown in Table 3. It has been observed 

from Table 3. that CGFWA statistically outperforms 

GS and K-means with a significance level (α = 0.01). 

The qualitative results (i.e., visual) obtained from 

different methods for DCE- MRI slice # 5 (see Figure 

5.) in dataset are given in Figure 6, 7 & 8. These 

resultant images are generated from the best run of 51 

independent runs of each method. The clustered 

images are given in Figure 6. Images with extracted 

lesions only are given in Figure 7. The spotted lesions 

in MR images are given in Figure 8. It is observed 

from Figure 6(c) that abnormal tissues, i.e., lesions 

are not well separated from normal tissues in the 

breast using the K-means algorithm. That’s why the 

extracted lesions in Figure 7(c) includes a large 

number of normal or healthy tissues in breast results 

in poor lesion detection. If a very closed look is made 

in Figure 6(b) compared to Figure 5, then it can be 

seen that some lesions are not well separated from 

healthy tissues using CGS. Compared to Figure 6(b) 

& 6(c), Figure 6(a) demonstrates that lesions are well 

separated from healthy tissues using CGFWA. Lesion 

area is calculated in terms of the total number of 

pixels belong to lesion region in Figure 7(a), 7(b) & 

7(c). The calculated lesion areas are 482, 446, and 

7380 for CGFWA, CGS, and K-means algorithms 

respectively. 

From the analysis of the experimental results, it is 

observed that CGFWA outperforms CGS and K-

means algorithms. The CGFWA is more efficient and 

effective than others in searching for the optimal 

cluster center of the MR image data results in better 

segmentation and detection of breast lesions in DCE-

MRI. 

The experiments are conducted on a  high-end  

desktop  PC  having  Intel( R) Core( TM ) i7-4770 

3.40 GHz CPU, 8GB RAM, Windows 2007 64-bit 

operating system, and Matlab 2016b software. 

CGFWA takes a computational time cost average of 

146.09 seconds, CGS takes an average of 62.20 

seconds and K-means   takes average 0.11 seconds for 

lesion detection in breast DCE-MRI. The reason   

behind the high computational cost of CGFWA is the 

crowding distance-based selection mechanism which 

is computationally expensive. Other recent variants of 

FWA with a better selection strategy can be used as a 

search engine in GFWA to overcome this. 

After the analysis of both quantitative and 

qualitative results, it is concluded that the devised 

CGFWA-based detection method outperforms both 

CGS and K-means algorithms. 

 

Table 2 Mean and standard deviation (in parenthesis) of DB-index over 51 independent runs. 

MRI# CGFWA CGS K-means 

1 0.0859(0.0009) 0.0868(0.0010) 0.1446(0.0001) 

2 0.0901(0.0010) 0.0910(0.0010) 0.1479(0.0005) 

3 0.0918(0.0007) 0.0927(0.0011) 0.1488(0.0011) 

4 0.0900(0.0007) 0.0909(0.0010) 0.1517(0.0000) 

5 0.0875(0.0003) 0.0880(0.0005) 0.1486(0.0000) 

6 0.0876(0.0005) 0.0885(0.0010) 0.1425(0.0000) 

7 0.0877(0.0005) 0.0882(0.0009) 0.1446(0.00001) 

8 0.0877(0.0008) 0.0883(0.0008) 0.1470(0.0000) 

9 0.0876(0.0004) 0.0883(0.0009) 0.1435(0.0002) 

10 0.0876(0.0003) 0.0884(0.0011) 0.1381(0.0000) 

11 0.0878(0.0010) 2.4234(0.0016) 0.1432(0.0004) 

12 0.0875(0.0010) 2.0484(0.0011) 0.1331(1.90E-06) 

13 0.0857(0.0007) 2.1074(0.0011) 0.1324(8.13E-17) 

14 0.0833(0.0008) 1.6428(0.0016) 0.1259(5.61E-17) 

15 0.0944(0.0015) 1.0931(0.0017) 0.1201(7.01E-17) 

16 0.0911(0.0009) 1.5627(0.0014) 0.1139(8.41E-17) 

17 0.0935(0.0012) 1.0845(0.0012) 0.1205(1.54E-16) 

18 0.0941(0.0013) 1.2479(0.0013) 0.1204(4.83E-17) 

19 0.0922(0.0018) 1.6923(0.0013) 0.1307(0.0002) 

20 0.0899(0.0008) 1.2105(0.0013) 0.1787(0.01270) 

21 0.0865(0.0010) 1.3431(0.0017) 0.1720(0.0147) 

22 0.0918(0.0016) 1.0211(0.0015) 0.1885(0.0002) 

23 0.0858(0.0015) 1.0845(0.0016) 0.1862(0.0121) 

24 0.0867(0.0017) 1.2691(0.0013) 0.1808(0.0147) 

25 0.0903(0.0012) 1.0693(0.0014) 0.1899(0.0133) 
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Table 3 Wilcoxon Signed Ranks Test Statistics on mean DB-index over 51 
independent runs. R+ : sum of positive ranks, R- : sum of negative ranks. 

Sl. 
No. 

Comparison 
 

R+ R- Z P(2-tailed) 

1 
CGFWA vs. CGS 

 
325 0 -4.372 0.000012 < 0.01 

2 
 

CGFWA vs. K-means 
325 0 -4.372 0.000012 < 0.01 

 

V. CONCLUSION 

In this paper, the GFWA-based clustering 

technique (i.e., CGFWA) is proposed to segment the 

breast DCE-MRI for lesion detection. GFWA is 

applied to automatically generate computer programs 

in any voluntary language. Here, GFWA is used to 

generate the cluster centers for MR image clustering. 

At the outset, MR images denoised and intensity 

inhomogeneities are corrected in the preprocessing 

step. The preprocessed MR images are segmented 

using CGFWA. Finally, the lesions are extracted from 

the segmented images. The experimental results (i.e., 

both quantitative and qualitative) of the proposed 

technique are compared with that of GS-based 

clustering and K-means clustering techniques and the 

proposed method outperforms other methods. In this 

work, gray-level features are used in clustering. The 

wavelet-based features will be used in clustering 

techniques in the future works. The future work of 

this paper also points to the characteristics of breast 

lesions detected in DCE-MR image. In the proposed 

method, the cluster number is given explicitly by the 

user. An automatic clustering technique can be 

developed to automatically select the number of 

clusters in the image data. The proposed method takes 

higher computational time due to the time consuming 

crowding- based selection mechanism in FWA. The 

improved FWA with a faster selection mechanism 

will be used in the proposed method to make it more 

computationally efficient in the future. 

 

 

Fig. 5.  DCE-MRI Slice #5 

 

 
 (a) GFWA                              (b) GS                             (c) K-means 

Fig. 6.  Clustered images. 
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                                (a) GFWA                                        (b) GS                                      (c) K-means 

Fig. 7.  Extracted breast lesions. 

 

 
                                (a) GFWA                                            (b) GS                                              (c) K-means 

Fig. 8.  Locations of lesions in MR images. 
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