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Introduction
It was October 2004, when a pool of experienced researchers sat together in the Swedish 
city of Soderkoping reflecting on what might have been done to further improve the field of 
safety management. At that time, it was acknowledged that the nature of work in modern so-
cieties called for a reconsideration of what is meant by the terms risk and safety. Technology 
was—​and is now more than ever—​evolving to deal with fast-​moving and competing soci-
etal requirements. The related dynamic interactions among technical, human, procedural, 
and organizational aspects of work have contributed to increase the inherent complexity of 
pure technological systems. These latter have become even more symbiotically interrelated 
to human agents and organizational aspects with severe implications for safety management.

Safety is generally considered as the characteristic of a system that prevents damage 
to the health of people (i.e., injury or loss of life), property, or adverse consequences for the 
environment. Following etymology, the English word safe comes from the Latin word salvus, 
which means intact or whole. In organizational processes, the term safe refers to something 
as being without harm or injury or even free from related risks (Hollnagel, 2018). Risk can 
be considered as a situation or an event where something of human value (including humans 
themselves) has been put at stake with an uncertain outcome (Rosa, 1998).

Building on this understanding of safety, during the first Resilience Engineering 
Association Symposium held in Soderkoping in 2004 the notion of resilience and, more spe-
cifically, resilience engineering moved from the original state of consensus toward a more 
structured stage of knowledge generation (Dekker, 2006). To better understand the scientific 
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meaning and relevance of resilience in the context of safety management, however, it is nec-
essary to take a conceptual step backward.

Formally speaking, the science of safety was developed to provide the epistemically 
most warranted and reliable statements on the subject, which reflect the best research across 
multiple disciplines (Hansson, 2013). As such, safety science can be considered as being 
constituted by two scientific components: the acquired knowledge about safety-​related phe-
nomena and the conceptual tools for understanding, assessing, characterizing, communi-
cating, and managing safety.

The concept of resilience in safety management, meanwhile, has come to refer to the 
activities taken to understand, assess, communicate, and manage safety of a system, an or-
ganization or even a society, based on knowledge products produced at both conceptual and 
pragmatic levels. Combined, these knowledge products have come to be known as resilience 
engineering with the explicit aim to consider systemic sociotechnical complexity and to un-
derstand how this complexity affects a system’s behavior and performance. These systems can 
range from aircraft to hospitals, vessels, trains, or any system characterized by a symbiotic 
interaction among technological, human, and social (or even societal) elements.

This chapter will first introduce the notion of complexity for sociotechnical system 
analysis as a starting point for resilience research that improves system safety. Next, a de-
scription of two methods typically used in resilience engineering to improve safety will be 
presented: the resilience analysis grid (RAG) and the functional resonance analysis method. 
This chapter includes examples of both methods and their application to engineering prob-
lems. The last part of the chapter summarizes the contributions resilience engineering can 
make to the safety of systems and a possible research agenda.

On Complexity
The word complex comes from the Latin complexus, which means “what is woven together.” 
In the scientific world, the word complexity first appears within the second law of thermo-
dynamics, in relation to the inherent irreversibility of time and a molecule’s motion (Morin, 
2006). Since then, research on complexity has come to a number of multidisciplinary per-
spectives which hold a common interest in the analysis of diverse interacting and intertwined 
elements that are able to adapt or react to processes they are involved in, or which they 
contribute to (Arthur, 1999). In a sociotechnical system, processes are strictly dependent 
and interacting, through multiple hardly identifiable patterns that have the potential for 
dynamic, nonlinear, and unpredictable behaviors. By way of illustration, consider Alaska 
Airlines Flight 261. In January 2000, the MD-​80 taking off from Puerto Vallarta in Mexico 
and headed to Seattle encountered a serious problem: the horizontal stabilizer, designed to 
control the aircraft’s node attitude during cruise, appeared to be jammed. The problem led 
to a disaster: 2 pilots, 3 cabin crewmembers, and 83 passengers on board were killed when 
the airplane was destroyed on impact. Even though an investigation identified a broken part 
(the jackscrew-​nut assembly that held the horizontal stabilizer), the final accident report in-
cluded a complex intertwined muddle of factors related to organizational practices, strategic 
decisions, regulatory gaps, and lack of proper redundancy strategies, which over years were 
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progressively accepted as normal but created patterns that were the basis for the disaster it-
self. A critical and detailed analysis of the event has been proposed by Dekker (2011).

Epistemologically, complex is not a synonym for complicated (Dekker, Bergström, 
Amer-​Wåhlin, & Cilliers, 2013): a system is complicated if it is ultimately knowable by a set 
of rules (more or less difficult to define and understand) that are able to capture its func-
tioning, while a complex system is never fully knowable, with the impossibility to attain a 
complete fixed or exhaustive description (Cilliers, 2010; Heylighen, Cilliers, & Gershenson, 
2007). To Illustrate these differences, Figure 24.1 describes two systems: System A, whose 
tight links make it a complicated system (under the hypothesis that there are no more hidden 
links present), and System B, whose complexity is ascribed to multiple degrees of freedom 
that make it impossible to predict the system’s behavior and evolution precisely. In more ge-
neral terms, System B would be more complex than System A, since some of the degrees of 
freedom of System A are constrained (Goldratt, 2008). The scientific field of resilience engi-
neering acknowledges that complexity is not considered a thing per se, rather it is a situation 
to be investigated (Rasmussen, 1979).

Following a broader perspective, a sociotechnical system can be interpreted as a type 
of complex adaptive system whose analysis might benefit of insights from a complexity 
management viewpoint. Complexity can be thus managed according to three different per-
spectives: the algorithmic complexity, the deterministic complexity, and the aggregate com-
plexity (Manson, 2001). Algorithmic complexity refers to computational efforts necessary for 
solving a problem. Deterministic complexity is grounded in chaos and catastrophe theory 
for the determination of major effects in output variables coming from minor changes in 
a set of initial variables, with high potential to become prone to crumble for large systems. 
Deterministic complexity relies on mathematic equations and strict assumptions of how sys-
tems behave to make equations credible.

On the contrary, aggregate complexity aims at gaining a holistic representation of a 
system, not forcing a strict mathematical correspondence. In this context, a complexity-​
oriented perspective is more focused on relationships than on constituent elements 
(Hollnagel, 2012a). Specifying the scope of the aggregate complexity notion, a system anal-
ysis needs to acknowledge three dimensions: the world in which the system acts, the involved 
elements, and the representation utilized in the observation of the system, which contributes 

(a) (b)

FIGURE 24.1  Complicated System A versus complex System B.
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to complexity itself (Woods, 1988). A system representation is a certain model that is devel-
oped to offer a representation of a system, which has to inherently capture the dynamicity 
and intertwined nature of the system at hand.

It is then possible to define a set of common characteristics of complex sociotechnical 
systems (Pavard & Dugdale, 2006). These include

	•	 Limited functional decomposability: The intertwined nature of sociotechnical systems does 
not ensure that the decomposed system in static stable parts keeps the same properties of 
the system as a whole.

	•	 Nondeterminism:  It is hardly possible to anticipate precisely the behavior of a complex 
system even though the functioning of its constituents is completely known.

	•	 Distributed nature of information and representation:  Some cognitive properties of the 
system are distributed among agents rather than assigned individually, leading to uncer-
tain, ambiguous, incomplete, or unavailable data.

	•	 Emergence and self-​organization: A system property is considered emergent if it cannot 
be anticipated from knowing the system’s components functioning. It may emerge due 
to local interactions between distributed actions of individual or collective sociotechnical 
agents.

These assumptions on complexity, as well as the ones on the nature of safety management, 
have been acknowledged as the theoretical foundation for the definition of the scientific field 
of resilience engineering (Patriarca, Di Gravio, & Constantino, 2017).

Resilience Engineering as a Paradigm Shift
In Kuhnian terms, resilience engineering constitutes a paradigm shift for safety manage-
ment. It focuses on systems capability to continuously cope with the complexity arising from 
balancing productivity with safety in everyday work (i.e., being resilient; Hollnagel, 2006). 
It was early acknowledged that the discipline of resilience engineering needed to be inher-
ently systemic by nature, focused on the complexity of the system as a whole, rather than 
summing oversimplified individualistic analyses of a system’s constituent parts. The acknow-
ledgement of the need for an explicit complexity-​oriented viewpoint in safety science comes 
from the increasingly larger emphasis on systemic aspects of safety dating back to the 1970s 
and continuing into the 1980s. An increasing regulatory interest moved the focus from spe-
cific technical concerns to decision-​making and management issues. Several major accident 
reports at that time started stressing participatory issues related to human and organizational 
activities (Hale, Heming, Carthey, & Kirwan, 1997). For example, the Three Mile Island nu-
clear accident in 1979, the Challenger shuttle explosion in 1986, and the Chernobyl disaster 
in the same year. By the late 1980s, risk started to be addressed as a structural problem of 
those systems that are inherently risky due to their tight couplings and non-​linear inter-
actions, as suggested by the normal accident theory (Perrow, 1984). Due to the presence of 
multiple agents and multiple tight, even conflicting, goals, risks can also be considered as a 
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controllable problem to maintain a system’s performance within the metaphorical bound-
aries of safety, economy, and workload (Rasmussen, 1997).

According to an aggregate complexity perspective, safety in a sociotechnical system 
cannot be represented as “a product of ” or to “reside within” one or more of the social and/​
or technical perspective of a system (Hettinger, Kirlik, Goh, & Buckle, 2012). Given the dy-
namic nature of sociotechnical systems, safety is not a constant or permanent property of a 
system; it rather emerges from the interactive properties of the system and the environment’s 
constituent components (Yang, Tian, & Zhao, 2017).

In this context, resilience has been shown to be related to the concept of adaptation 
(Amalberti, 2006), summarized as four cornerstones:  responding (knowing what to do), 
monitoring (knowing what to look for), anticipating (knowing what to expect), and learning 
(knowing what has happened; Hollnagel, 2011). More recently, another theoretical perspec-
tive focused on the idea of rebound, robustness, graceful extensibility, and adaptability, has 
been proposed in line with awareness of the impossibility for addressing some general fea-
tures of resilience, which are valid for engineering purposes (Woods, 2015).

All these definitions mostly agree with defining resilience as a system feature that al-
lows the system itself to respond to an unanticipated disturbance and then to resume normal 
operations quickly and with minimum decrement in the system’s performance. In formal 
terms, then, resilience has been defined as the intrinsic ability of a system to adjust its func-
tioning prior to or following changes and disturbances to continue working in the face of 
continuous stresses or major mishaps (Hollnagel, Woods, & Leveson, 2006; Nemeth, Wears, 
Woods, Hollnagel, & Cook, 2008). Consequently, Resilience Engineering can be advanced 
as a complexity-​oriented holistic discipline aimed at providing systems with the means for 
managing, experiencing, and enhancing resilience in response to external and internal per-
turbations. The discipline acknowledges that managing resilience—​and safety—​implies 
managing the dynamics and evolution of risks that may contribute to system breakdowns. 
In this sense, resilience engineering, like other models of resilience found throughout this 
volume, requires accounting for risk exposure to fully understand the adaptative capacity of 
the specific qualities of the mechanisms that enhance a system’s resilience.

In traditional safety management, it is usually possible to identify for accident analyses 
or forecast for risk assessment a typical path to disaster starting from an individual failure, 
often linked to human actions (i.e., human error). This idea is rooted in an interpretation of 
risk that is focused on a system’s energy (i.e., a dangerous build-​up of energy, unintended 
transfers, or uncontrolled releases). This energy has to be contained by metaphorical and 
physical barriers that can stop or at least limit its propagation. Examples of barriers are a pro-
cedure, an effective management decision, a regulation, an automated feedback system, or a 
training action (see Figure 24.2).

Energy, however, is not always a threat and barriers can even generate unintended side 
effects, contributing to increase the complexity, and thus the nonintelligibility of a system 
and the potential for emergent risks. Such linear perspectives become progressively ques-
tionable for modern sociotechnical systems, where identifying the origin of a path’s propa-
gation becomes extremely difficult, or even impossible, due to the inherent complexity of the 
system itself.
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Furthermore, systems generally behave dynamically, and thus their descriptions should 
be dynamic by nature, rather than oversimplified and only oriented at a constructivist view-
point (Wrigstad, Bergström, & Gustafson, 2017). This latter refers to the WYLFIWYF prin-
ciple (What you look for is what you find): causes are not found; they are chosen and selected 
(Lundberg, Rollenhagen, & Hollnagel, 2009). The organizational perspective cannot give an 
overall representation of a system’s complexity, but it can be integrated with local analyses 
that account for human–​technical interactions. The inherent complexity of systems does not 
allow defining a static structural cause–​effect link among processes and activities that are in-
herently variable to cope with different operating scenarios.

The theory of resilience engineering, which acknowledges the positive effects of per-
formance variability, is intended to provide the means for safety management of nontrivial 
sociotechnical systems, encompassing the hypotheses that systems are incompletely under-
stood, descriptions can be complicated and system changes are frequent and irregular rather 
than infrequent and regular. Such hypotheses lead to the following principles, which are typ-
ical of resilience engineering and expressions of complexity science:

	1.	 Systems cannot be decomposed in a meaningful way (highlighted as a main feature of a 
complex sociotechnical system).

	2.	 System functions are not bimodal (functioning vs. nonfunctioning) but everyday perfor-
mance is flexible and variable.

	3.	 Human performance variability leads to success as well as failure.
	4.	 Even though some outcomes can be interpreted as a linear consequence of other events, 

some events are the result of coupled performance variability.

The need to focus on performance variability rather than bimodality motivates the interest of 
safety for work-​as-​done (rather than work-​as-​imagined), looking at how the performance of 
the whole system varies (Morel, Amalberti, & Chauvin, 2009). Work-​as-​done represents the 
inherent adaptation of a system to remain productive under normal circumstances as well as 

ORGANIZATION WORKPLACE PEOPLE

LATENT CONDITIONS TRAJECTORY

DEFENCES

TechnologyTraining
Regulations

Errors andviolations

Workingconditions

Managementdecisions andorganizationalfactors

ACCIDENT

FIGURE 24.2  Swiss cheese model as an example of a barrier-​based model Inspired by Reason et al. (2006).
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under hazardous influences (see Figure 24.3). In this sense, the system is engineered to show 
resilience under the expected conditions in which it is used.

On Methods for Resilience Engineering
Resilience engineering offers a way of viewing processes from different angles, with the 
purpose of systematically understanding, extracting, or even engineering the potential of a 
system to self-​design to match operational scenarios. In terms of methods, the approaches 
available in the literature range from individual, process, and systemic modeling to progres-
sively fill the gap between the theoretical aspects of the discipline and its applicability in real 
contexts. These methods aim at exploring the resilience potential of a system, unveiling its 
strengths and weaknesses, and refining and enhancing adaptation strategies (if any).

To measure the resilience of sociotechnical systems, there are several ways to as-
sess elements that contribute to resilience at different conceptual levels, organizing them 
along temporal dimensions, hierarchically (Herrera, Hollnagel, & Håbrekke, 2010; Huber, 
Gomes, & De Carvalho, 2012). In this context, the RAG (see following discussion) repre-
sents one of the most widely used methods for assessing resilience potential through the use 
of a semistandardized framework based on Hollnagel’s (2011) four cornerstones of resilience 
(i.e., responding, monitoring, anticipating, and learning).

In terms of modeling resilience, system dynamics and causal loop diagrams have been 
used in several industrial applications (Salzano, Di Nardo, Gallo, Oropallo, & Santillo, 2014). 
Other specific models have been developed starting from graph theory mainly for techno-
logical aspects (Johansson & Hassel, 2010) or through fuzzy cognitive maps (Azadeh, Salehi, 
Arvan, & Dolatkhah, 2014), or benefit–​cost–​deficit (BCD) models (Ouedraogo, Enjalbert, & 
Vanderhaegen, 2013). For qualitative approaches, the functional resonance analysis method 
(FRAM) has become increasingly popular for modeling complex sociotechnical systems. The 
FRAM allows for a multidisciplinary analysis of processes, taking into account technical, 
human, and organizational aspects of work (Hollnagel, 2012b).

The remainder of this section provides more details on RAG and FRAM, both methods 
of particular interest for assessing and modeling features of sociotechnical systems related to 
their resilience abilities.

Everyday work
(performance variability)

Success
(no adverse events)

Failure
(accident, incident)

FIGURE 24.3  Resilience engineering point of view, acknowledging the limitedness of bimodal perspec-
tive for system functioning: success and failures come from the same source, performance variability.
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Resilience Analysis Grid
Looking at resilience as the system’s ability to adjust its functioning, during, prior to, or after 
an event (in this case, resilience refers to something the systems does), it follows that the as-
sessment of resilience has to be somewhat different from the traditional measures of safety 
based on event counts (traditionally referring to something the system has; Hollnagel, 2009). 
In line with this perspective, the RAG is a question-​based tool for assessing resilience po-
tentials aimed at exploiting the system’s performance in relation to the four cornerstones of 
resilience. The RAG is applied through four phases (Hollnagel, 2011):

	•	 Phase 1. Define and describe a system’s structure, boundaries, time horizon, people, and re-
sources. This phase refers to restricting the application field to the relevant scope of the 
analysis.

	•	 Phase 2. Select the relevant questions for correspondent relevant items of the studied system. 
Even though there are some standard questions available in standard RAG theory, at this 
phase it become necessary to adapt them for the context at hand to generate a manageable 
survey. Such adaption usually consists of an iterative procedure involving subject matter 
experts (i.e., people with working knowledge of the system).

	•	 Phase 3. Rate the questions for each cornerstones. Once the survey is finalized, a pool of 
people working in the system should be identified as respondents. A preliminary training 
on the survey and on the nature of the questionnaire is generally advisable to create the 
proper context for a healthy, nonjudgmental reporting of the system’s functioning.

	•	 Phase 4. Combine the ratings. Once concluded the data-​gathering process, it is generally 
recommended to present the information in a star plot, where each axis corresponds to the 
variable used to rate each cornerstone.

The RAG has been applied in several domains, customizing a series of standardized 
questions depending on the features of the domain itself. For example, it has been applied to 
rail traffic management (Rigaud & Martin, 2013), air traffic management (Pasquini, Ragosta, 
Herrera, & Vennesland, 2015; Patriarca, Di Gravio, & Costantino, 2016), and in healthcare 
settings (Darrow & Eseonu, 2017; Patriarca, Falegnami, Costantino, & Bilotta, 2018). The 
traditional RAG’s star plot does not present a measure of resilience per se; it rather depicts 
how the resilience abilities of a system have been rated at a specific moment in time (its tem-
poral dimension). The star plot is a snapshot of organizational resilience under specific con-
ditions. Therefore, the RAG can be used to determine what is the initial resilience potential 
and then to explore the gap between the achieved status and the planned ideal conditions. 
Finally, it can be used to understand how the system may reach a target status in the future.

Figure 24.3 shows an example of RAG outcomes, combined into a star plot for re-
search conducted in a neuroanesthesiology department (Patriarca, Di Gravio, Costantino, 
Falegnami, & Bilotta, 2018). The figure shows a distinction between the scores obtained by 
two classes of respondents, staff and resident neuroanesthetists. Example of questions that 
were rated on a five-​point Likert scale (none, not much, enough, more than enough, com-
pletely) include “How frequently have you been involved in a project designed to improve 
perioperative patient management?” and “How much are you interested and informed about 
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research projects in your specific clinical setting?” When used in this way, the RAG provides 
a meaningful relative assessment, favoring discussions and comparison, to uncover hidden 
criticalities and motivate the need to acquire best practices among respondents. Exploring 
Figure 24.4, one can see that the RAG score is higher for resident neuroanesthetists than staff 
on a question related to involvement in research activities, confirming observations that the 
neuroanesthetists generally play a major role in trials and experimental projects but that staff 
do not perceive themselves as often in such functions of the department. This involvement, 
including an inherent continuous knowledge update on related research, is the cause for the 
difference. Such knowledge update is inherently considered capable of increasing a medical 
resident’s potential to be resilient (i.e., to anticipate some possible perturbation in the provi-
sion of service).

Functional Resonance Analysis Method
The FRAM provides an approach to model complex sociotechnical systems using the con-
cept of functional resonance, as a phenomenon arising from the variability of everyday 

Communication

Improvement
projects

Introduction of
new equipment

Participation in updating
plans and procedures

Planning of training
activities

Research
activities

Surgeries
scheduling

Resident neuroanesthetists RAG score Staff neuroanesthetists RAG score

FIGURE  24.4  RAG outcomes with respect to seven questions related to the resilience ability “antici-
pating” of the system. The radar chat emphasizes different score for two groups of respondents: resi-
dent (black) versus staff (grey) neuroanesthesiologists.
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performance. Like the RAG, the FRAM is also based on four principles that are aligned with 
resilience engineering theory (Hollnagel, 2012b):

	1.	 Equivalence of failures and successes. Failures and successes both emerge from everyday 
performance variability. Variability allows things to go both right and wrong, based on 
complex interactions among tightly coupled processes which overcome a bimodal repre-
sentation of work.

	2.	 Approximate adjustments. At different aggregation levels (individual, group, organiza-
tion), individuals adjust their performance to deal with the requirements imposed by the 
operating scenario. These adjustments are usually unavoidable, since sociotechnical work 
conditions are intractable and underspecified.

	3.	 Emergence. It is not necessarily true that every event can be linked to one (or multiple) 
linear static causes. Events can be emergent rather than result from a specific combination 
of fixed conditions.

	4.	 Functional resonance. A  system’s functional resonance represents the detectable signal 
emerging from the unintended interaction of everyday variability for multiple signals. 
This variability is not random at all, but often depends on recognizable behaviors of the 
agents involved in the analysis, which act dynamically based on local rationality.

The FRAM incorporates the principles of resilience engineering, especially acknow-
ledging the relevance of work-​as-​done, rather than work-​as-​imagined, and its inevitable 
variability to match working conditions in complex sociotechnical work environments. 
A strength of the FRAM consists of not adding strict modeling assumptions, thus limiting 
the bias of the representation. As acknowledged by Hollnagel (2012b), the FRAM is a method 
sine model, rather than a model cum method. Such observation implies that a detailed de-
scription of everyday system functioning is the necessary foundation for understanding a 
specific development of actions, actual or hypothetical, and modeling them.

The basic element of a FRAM model is a hexagon, which represents one function 
characterized by six different aspects (one for every corner; Hollnagel, Hounsgaard, & 
Colligan, 2014):

	•	 Input (I). What starts the function.
	•	 Output (O). What is the result of the function.
	•	 Precondition (P). What must exist before a function can be carried out.
	•	 Resource (R). What is necessary or consumed while the function is carried out.
	•	 Time (T). The temporal constraints of relationships for the function.
	•	 Control (C). What controls or monitors the function, with the potential for changing its 

outputs.

The FRAM has been adopted in a large set of sociotechnical system assessments, with 
a predominant initial focus in aviation. The first FRAM models referred to accident ana-
lyses for the study of systemic socio-​technical inter-​relatedness leading to plane crashes 
(De Carvalho, 2011; Sawaragi, Horiguchi, & Hina, 2006). Later, interest in using the FRAM 
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model expanded to other work domains, such as industrial plants (Shirali, Ebrahipour, & 
Salahi, 2014), maritime operations (Praetorius, Hollnagel, & Dahlman, 2015), and healthcare 
settings (Sujan & Felici, 2012).

An example of a FRAM model used in a healthcare domain is included in Figure 24.4. 
To contrast FRAM with RAG, this case example also refers to a context where anesthetics are 
used, perioperative delivery. The model confirms the complexity of the work domain under 
analysis, in terms of a high number of links and functions. The FRAM is therefore helpful 
describing the nature of a work domain and supporting the identification of criticalities in 
the relationships between functions and processes.

The model in Figure 24.5 refers to the management of a perioperative patient’s 
pathway for a neurosurgery and includes actions performed mainly by anesthetists. The 
figure highlights as hexagons some upstream and downstream connections of an exemplar 
function: for example, “Extubate patient” (the act conducted by an anesthetists to remove 
a tube from patient’s airway). This latter generates one output that becomes a precondition 
for the function “Fill in postsurgery anesthesiology report” (the report can be filled in only 
after the extubation is completed), as well as other outputs connected to other downstream 
functions.

As Figure 24.5 shows, the FRAM model is intended to support analysis of how the vari-
ability in one function; for example, “Extubate the patient,” can generate variability in related 
functions and how this variability propagates throughout the system, following a tight net-
work of reinforcing or dampening relationships.

FIGURE  24.5  An excerpt of a FRAM model of a neurosurgery perioperative pathway. Hexagons and 
edges represent, respectively, functions and functional relationships among functions, following six 
different aspects (input, output, precondition, resource, control, time).
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Therefore, a FRAM model remains consistent with the resilience engineering prin-
ciples:  it inherently supports the analyst to conduct back-​and forth analyses, rather than 
a linear unidirectional focus (like traditional engineering mechanistic approaches). Once 
built, the FRAM model facilitates analysis that focuses on the couplings among functions 
rather than on the functions themselves. It thus remains possible to analyze multiple func-
tions that may refer to different activities and multiple intertwined relationships but still 
maintain the coherence and consistency of a systemic perspective (Patriarca, Di Gravio, & 
Costantino, 2017).

With reference to both RAG and FRAM, and building on the evidence from research, 
one could argue that even if both models follow resilience principles, RAG may be more suit-
able for measuring resilience capabilities, or at least deviations in capabilities at an organiza-
tional level, while the FRAM may be a support tool for analyzing the details of a process, its 
deviance from ideal actions, and the potential source of resilience and brittleness.

Conclusion
Engineering resilience is about nonlinearity and dynamism; for example, understanding 
how an infinitesimally small change in initial conditions like an assumption in a software 
line of code can lead to huge consequences for a system as a whole (e.g., an involuntary 
release of energy that causes a spacecraft to crash; Leveson, 2002). Resilience provides a 
way of understanding variability and diversity, acknowledging the benefits arising from 
them and empowering the human component in the system to deal with it. Resilience en-
gineering is, therefore, about dealing with micro–​macro connections, and explaining how 
micro (i.e., local behavior) can produce macro (i.e., global) effects, which usually become 
unpredictable at a local level in a dynamic environment (Dekker, Hollnagel, Woods, & 
Cook, 2008).

Exploring micro–​macro connections, future research should delve into ethical con-
cerns about the acceptance of danger at the sharp end, and the effects on bureaucracy for 
a reduced prescriptive dimension at the blunt end (Bergström, Van Winsen, & Henriqson, 
2015). A resilience engineering perspective may reduce the disconnection between processes 
and practices caused by overbureaucracy, empowering humans, and supporting the safer de-
velopment of systems (Smith, 2018).

The resilience engineering literature argues that current approaches are largely still far 
from the concept of “knowledge for action” and instead represent academic exercises in a 
“knowledge for knowledge” sake. It is increasingly recognized, however, that the field is pro-
gressively moving toward translating approaches to modeling that are more theory-​driven 
into operational applications (Furniss, Back, Blandford, Hildebrandt, & Broberg, 2011).

With the purpose of setting an agenda for the research in the field, a framework for 
resilience should be capable of illustrating resilience factors and mechanisms at different 
levels of analysis (from individual to organizational; Woods, 2006), providing measures and 
guidelines to improve the overall performance (not necessarily safety) within and across or-
ganizational domains (Patriarca, Bergström, Di Gravio, & Costantino, 2018). The framework 
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should also be flexible enough to be used at different organizational levels, conjugating and 
coordinating operational and managerial resilience capabilities.

In terms of methods, it is worth noting that the traditional RAG theory can be en-
hanced by means of advanced analytic aspects aimed at defining more properly the relation-
ships among the abilities, even considering the analytical effects of their interrelatedness. 
(Patriarca, Di Gravio, et al., 2018).

Traditionally, the FRAM is a pure qualitative method. Its qualitative nature, however, 
may become soon ineffective for large systems, which do not allow for manual analyses of 
couplings and interactions. In such contexts, researchers are investigating the possibility to 
combine the qualitative evaluation with a quantitative assessment through the use of simu-
lation techniques (Patriarca, Falegnami, et al., 2018) and model verification tools (Zheng, 
Tian, & Zhao, 2016).

In terms of data gathering, for both FRAM and RAG, alternative ways for data gath-
ering are needed, for example, by means of gamified techniques, which may in turn also in-
crease the quality of the knowledge elicitation process.

In this regard, this chapter has shown the scientific progress made in the area of resil-
ience engineering by means of a multidisciplinary perspective.

Key Messages
	1.	 Modern sociotechnical systems are inherently complex and require innovative manage-

ment approaches.
	2.	 The discipline of resilience engineering is introduced for risk and safety management of 

complex sociotechnical systems.
	3.	 The analysis of processes in terms of work-​as-​done is acknowledged of primary interest 

for sociotechnical safety management.
	4.	 Two methods, the FRAM and the RAG, are discussed at a theoretical level and through 

two examples.
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